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Abstract

We study a distributed policy evaluation problem in which a group of agents with
jointly observed states and private local actions and rewards collaborate to learn
the value function of a given policy via local computation and communication.
This problem arises in various large-scale multi-agent systems, including power
grids, intelligent transportation systems, wireless sensor networks, and multi-agent
robotics. We develop and analyze a new distributed temporal-difference learning
algorithm that minimizes the mean-square projected Bellman error. Our approach
is based on a stochastic primal-dual method and we improve the best-known
convergence rate from O(1/

p
T ) to O(1/T ), where T is the total number of

iterations. Our analysis explicitly takes into account the Markovian nature of the
sampling and addresses a broader class of problems than the commonly-used i.i.d.
sampling scenario.

1 Introduction

Temporal-difference (TD) learning is a central idea for policy evaluation in modern reinforcement
learning (RL) [24]. It was originally proposed in [23, 3, 2], and significant advances in solving
problems with large number of states have been made [17, 21]. In this paper, we extend the TD
learning to a distributed policy evaluation setting in which a group of agents communicates over an
undirected connected graph. While all agents share a joint state, each agent follows a local policy
and owns a private local reward. To maximize the total reward which is given by the sum of all local
rewards, it is essential to estimate – using only the local data and information exchange between
neighbors – performance that each agent achieves if it follows a particular policy. This problem is
typically called distributed policy evaluation and it arises in various large-scale multi-agent systems,
including power grids [16], intelligent transportation systems [10], wireless sensor networks [19],
and multi-agent robotics [9].

Review of the distributed TD learning literature. References [14, 22] consider distributed
consensus-based gradient temporal-difference (GTD) algorithms where the reward is global, but
actions are local, and show the weak convergence without rate. In [15], an approach based on ordi-
nary differential equations (ODEs) was used to show the asymptotic convergence of a gossip-based
TD algorithm, where the reward is also global. When the reward is local, reference [11] studies
a distributed TD learning algorithm for minimizing the mean square Bellman error (MSBE) and
establish O(1/

p
T ) convergence rate. Recent references [5, 6] improve the rate to O(1/T ). Since
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most TD algorithms do not converge to the minimum of the MSBE, [25] proposes the mean square
projected Bellman error (MSPBE) as the minimization objective. In the off-line scenario, [29, 4]
present a batch consensus-based primal-dual gradient algorithm for minimizing a sampled version of
MSPBE.

Apart from [15, 6], all other results utilize the i.i.d. state sampling in policy evaluation. In practical RL
settings, this assumption is overly restrictive due to the Markovian nature of state trajectory samples.
Therefore, it is an open question on how to design an online-type distributed learning algorithm for
the policy evaluation (e.g., MSPBE minimization) in the Markovian setting. For the importance of
such distributed learning algorithms, see a distributed variant of the policy gradient theorem [34].

Summary of our contributions. We consider a distributed policy evaluation problem where all
agents observe joint state trajectories, but the rewards and actions of each agent are private. We
propose a new distributed temporal-difference learning algorithm, namely distributed homotopy
primal-dual algorithm, that minimizes the mean-square projected Bellman error (MSPBE). We
establish the optimal convergence rate O(1/T ), where T is the number of iterations. The convergence
analysis explicitly takes into account the Markovian nature of samples, thereby implying that our
results are applicable to a broader class of problems than previous works.

We cast the MSPBE minimization as a stochastic primal-dual optimization problem with the objective
function which is convex in primal variables and strongly-concave in dual variables. This formulation
has three benefits. First, since the primal-dual objective depends on expectations linearly, it is more
convenient to compute an unbiased estimate from samples. Second, the primal-dual formulation
allows the distributed dual averaging type analysis and it allows us to quantify influence of the
network size and topology. Third, the primal objective is exactly the original MSPBE that is strongly-
convex. Since the convergence of the objective implies that of the iteration, the restarting scheme
(i.e., homotopy method) can be used to achieve fast convergence. The established convergence rate
O(1/T ) demonstrates that distributed convex-concave saddle point programs can be solved with a
fast convergence rate.

2 Problem formulation

2.1 Multi-agent Markov decision process (MDP)

We consider an MDP with N agents over an undirected network G = (E ,V), where V := {1, · · · , N}
denotes the set of nodes and E is the set of edges. Let S := S1 ⇥ · · · ⇥ SN be the state space and
A := A1 ⇥ · · ·⇥AN be the joint action space. Let Pa = [Pa

s,s0 ]s,s02S be the probability transition
matrix under a joint action a 2 A, where Pa

s,s0 is the transition probability from s to s0. Let Rj(s, a)
be the local reward received by agent j for the pair (s, a). The multi-agent MDP can be represented
as

�
S,A,Pa, {Rj}Nj=1, �

�
where � 2 (0, 1) is the discount factor.

When the state, actions, and rewards are globally observable, the multi-agent MDP simplifies to a
single-agent MDP. However, this is not the case in many network applications (e.g., [9, 16, 11]) where
both actions aj and rewards Rj(s, a) of each agent are private. Since every agent can communicate
with their neighbors over the graph G, it is crucial to extend single-agent TD learning algorithms
to a setup in which only local information exchange is available. Here, we consider a cooperative
learning task for agents to maximize the total reward (1/N)

PN
j =1 Rj(s, a). Let ⇡: S ⇥A ! [0, 1]

be a joint policy which specifies the probability to take an action a 2 A at state s 2 S . We define the
global reward at state s 2 S under ⇡ to be the expected value of the average of all local rewards,

R⇡
c (s) =

1

N

NX

j=1

R⇡
j (s), R⇡

j (s) := Ea⇠⇡(·|s) [Rj(s, a)] . (1)

For any fixed joint policy ⇡, the multi-agent MDP becomes a Markov chain over S with the probability
transition matrix P⇡ , where the (s, s0)-element of P⇡ is given by P⇡

s,s0 =
P

a2A ⇡(a|s)Pa
s,s0 , and

⇡(a|s) is the conditional probability of taking action a given state s. For the existence of stationary
distribution, we assume that such a Markov chain is aperiodic and irreducible. This ensures that the
Markov chain converges to the unique stationary distribution ⇧ with a geometric rate [12].
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2.2 Policy evaluation

Let the value function of a policy ⇡, V ⇡: S ! R, be defined as the expectation V ⇡(s) =
E[
P1

p=0 �
pR⇡

c (sp) | s0 = s,⇡] where s0 = s is the initial state. If we arrange V ⇡(s) and R⇡
c (s)

over all states s 2 S into the vectors V⇡ and R⇡
c , the Bellman equation for V⇡ can be written as

V⇡ = R⇡
c + �P⇡V⇡. (2)

Since it is impossible to evaluate V⇡ directly for a large state space, we approximate V ⇡(s) using
a family of linear functions {Vx(s) = �T (s)x, x 2 Rd}, where x 2 Rd is the vector of unknown
parameters and �(s): S ! Rd is a known dictionary consisting of d features. If we arrange
{Vx(s)}s2S into the vector Vx 2 R|S|, we have Vx := �x where the ith row of the matrix
� 2 R|S|⇥d is given by �T (si). We choose � to be the full column rank matrix.

The goal of policy evaluation now becomes to determine the vector x that minimizes the mean square
Bellman error (MSBE) [26], kVx��P⇡Vx�R⇡

c k2D/2, where D := diag {⇧(s), s 2 S} 2 R|S|⇥|S|

is a diagonal matrix determined by the stationary distribution ⇧. As discussed in [25], the solution
to the fixed point problem Vx = �P⇡Vx +R⇡

c may not exist because the right-hand-side may not
stay in the column space of the matrix �. To address this issue, the GTD algorithm [25] proposes to
minimize the mean square projected Bellman error (MSPBE), kP�(Vx � �P⇡Vx �R⇡

c )k2D/2, via
stochastic-gradient-type updates, where P� := �(�TD�)�1�TD is a projection operator onto the
column subspace of �. We express MSPBE in the following quadratic form,

f(x) = 1
2

���TD (Vx � �P⇡Vx �R⇡
c )
��2
(�TD�)�1 = 1

2 kAx� bk2C�1 (3)

where A := Es⇠⇧[�(s)(�(s) � ��(s0))T ], C := Es⇠⇧[�(s)�(s)T ], and b := Es⇠⇧[R⇡
c (s)�(s)].

It has been shown in [3, page 300] that full column rank � yields full rank A, that C is a positive
definite matrix, and that (3) has a unique minimizer.

2.3 Decentralized convex-concave primal-dual optimization

Since b = (1/N)
PN

j=1 bj with bj = Es⇠⇧

⇥
R⇡

j (s)�(s)
⇤
, the problem of minimizing objective

function (3) can be written as

minimize
x2X

1

N

NX

j=1

fj(x), fj(x) :=
1
2 kAx� bjk2C�1 , (4)

where X is a compact convex subset of Rd. Problem (4) is a distributed stochastic optimization
problem with N private stochastic objectives fj that involve products and inverses of the expectations.
This unique feature of MSPBE makes it challenging to obtain an unbiased estimator of the objective
from a few state samples, and it is not encountered in typical distributed optimization settings [18, 8].
As shown in [13, 30, 29], the Fenchel dual of (4) can be used to express each objective fj as

fj(x) = max
yj 2Y

 j(x, yj),  j(x, yj) := yTj (Ax� bj) � 1
2 y

T
j Cyj , (5)

where yj is a dual variable and Y ✓ Rd is a convex compact set such that C�1(Ax� bj) 2 Y for all
x 2 X . Since C is positive definite and X is compact, Y exists. Thus, (4) can be cast as a distributed
stochastic saddle point problem in which we only need samples of the problem data A, C, and b.

More abstractly, we are interested in a stochastic saddle point problem with the objective function,

1

N

NX

j=1

 j(x, yj) :=
1

N

NX

j=1

E⇠⇠⇧[ j(x, yj ; ⇠)], (6)

where  j(x, yj ; ⇠) is a stochastic function with a random variable ⇠ which is distributed according to
the stationary distribution ⇧, x 2 X is the primal variable, and y = (y1, . . . , yN ) is the dual variable
with yj 2 Y , where X and Y are convex and compact. Assumption 3.2 highlights the lack of strong
convexity of the function  j(x, yj) defined in (5).

In our multi-agent MDP setting, the stationary distribution ⇧ is unknown. Each agent receives
samples ⇠t from a Markov process whose state distribution at time t is Pt, where Pt converges to ⇧
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geometrically. Therefore, i.i.d. samples from the stationary distribution ⇧ are not available. This is
a typical ergodic setting in the classical stochastic optimization [7] and a recent application of the
centralized GTD can be found in [30]. We are particularly interested in designing and analyzing
distributed algorithms for stochastic saddle point problem (6) in the ergodic setting.

3 Algorithm and convergence result

3.1 Distributed homotopy primal-dual algorithm (DHPD)

Algorithm 1 Distributed Homotopy Primal-Dual (DHPD): (T1, ⌘1, k)

Initialization: xj,1(1) = x0
j,1(1) = 0, yj,1(1) = y0j,1(1) = 0, 8j 2 V , and ⌘1, T1, k

For k = 1 to k do
1. For t = 1 to Tk � 1 do

• Primal update: For all agents j 2 V ,

x0
j,k(t+ 1) =

NX

i=1

Wij x
0
i,k(t) � ⌘k Gj,x(xj,k(t), yj,k(t); ⇠k(t))

xj,k(t+ 1) = PX (x0
j,k(t+ 1))

• Dual update: For all agents j 2 V ,

y0j,k(t+ 1) = y0j,k(t) + ⌘k Gj,y(xj,k(t), yj,k(t); ⇠k(t))

yj,k(t+ 1) = PY(y0j,k(t+ 1))

end for

2. xj,k+1(1) =
1

Tk

TkX

t=1

xj,k(t), yj,k+1(1) =
1

Tk

TkX

t=1

yj,k(t)

3. x0
j,k+1(1) = xj,k+1(1), y0j,k+1(1) = yj,k+1(1)

4. ⌘k+1 = ⌘k/2, Tk+1 = 2Tk

end for
Output for the jth agent: x̂j,K :=

1

TK

TKX

t=1

xj,K(t) and ŷj,K =
1

TK

TKX

t=1

yj,K(t).

Let W be a doubly stochastic mixing matrix over the graph G and let PX (·) and PY(·) be projections
onto X and Y . In Algorithm 1, we describe a distributed homotopy primal-dual (DHPD) method
for computing the saddle-point of the function given in (6). The initial learning rate is ⌘1, the
number of total rounds is k, the number of inner iterations in the first round is T1, and the number
of iterations doubles for subsequent rounds. Within round k, every agent i performs an inner loop
update with Tk iterations, indexed by time t. At round k and time t, the random variable of the
underlying Markov process is ⇠k(t). Every agent j updates a pair of local primal-dual variables
zj,k(t) := (xj,k(t), yj,k(t)) using stochastic information

Gj(zj,k(t); ⇠k(t)) :=


Gj,x(zj,k(t); ⇠k(t))

Gj,y(zj,k(t); ⇠k(t))

�
=


rx j(zj,k(t); ⇠k(t))

ry j(zj,k(t); ⇠k(t))

�
.

After each round k, every agent j maintains x̂j,k = 1
Tk

PTk

t=1 xj,k(t) and ŷj,k = 1
Tk

PTk

t=1 yj,k(t).
At round k + 1, we initialize primal and dual updates using previous values of x̂j,k and ŷj,k. We
then reduce the learning rate by half, ⌘k+1 = ⌘k/2, and set the number of the inner loop iterations to
Tk+1 = 2Tk. This scheme of adaptively restarting the algorithm is typically referred to as homotopy

method. As shown in [28, 33, 32, 31], faster convergence rates can be achieved by combing the
homotopy method with classical algorithms. To the best of our knowledge, our work is the first to
exploit the homotopy method to solve distributed stochastic saddle point programs with a convergence
rate better than O(1/

p
T ).
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Let (x?, y?) be a saddle point of problem (6) where y? = (y?1 , . . . , y
?
N ), and the corresponding x? is

the solution to (4). The (global) optimality gap for the ith agent at x̂i,k is given by

"(x̂i,k) := f(x̂i,k) � f(x?) =
1

N

NX

j=1

(fj(x̂i,k) � fj(x
?)) . (7)

3.2 Assumptions

We formally state assumptions required to establish the convergence rate for Algorithm 1.
Assumption 3.1 (Convex compact domain). The feasible sets X and Y contain the origin in Rd

and

they are convex and compact with radius R > 0, i.e., supx2X ,y2Y k(x, y)k2  R2
.

We make the following assumption on fj and  j that does not rely on choices of (4) and (5).
Assumption 3.2 (Convexity and concavity). The function  j(x, yj) is convex in x for any fixed

yj 2 Y , and is strongly concave in yj for any fixed x 2 X , i.e., there exists ⇢y > 0 such that

 j(x, yj) �  j(x0, yj) + hrx j(x0, yj), x� x0i , 8x, x0 2 X , yj 2 Y,

 j(x, yj)   j(x, y0j) �
⌦
ry j(x, y0j), yj � y0j

↵
� ⇢y

2
kyj � y0jk2, 8yj , y0j 2 Y, x 2 X .

Moreover, fj(x) = maxyj2Y  j(x, yj) is strongly convex, i.e., there exists ⇢x > 0 such that

fj(x) � fj(x0) + hrfj(x0), x� x0i +
⇢x
2
kx� x0k2, 8x, x0 2 X .

Assumption 3.3 (Bounded gradient). For any t and k, there exists a positive constant G such that

the sampled gradient Gj(x, yj ; ⇠k(t)) with probability one we have

kGj(x, yj ; ⇠k(t))k  G, 8x 2 X , yj 2 Y. (8)

Assumption 3.4 (Lipschitz gradient). For any t and k, there exists a positive constant L such that

with probability one we have

kGj(x, yj ; ⇠k(t))�Gj(x0, yj ; ⇠k(t))k  Lkx� x0k, 8x, x0 2 X , yj 2 Y,

kGj(x, yj ; ⇠k(t))�Gj(x, y0j ; ⇠k(t))k  Lkyj � y0jk, 8x 2 X , yj , y0j 2 Y.
(9)

We recall some important concepts from probability theory. The total variation distance between
distributions P and Q on a set ⌅ ✓ R|S| is given by dtv(P,Q) :=

R
⌅ |p(⇠) � q(⇠)|dµ(⇠) =

2 supA⇢⌅ |P (A) � Q(A)|, where P and Q are continuous in the Lebesgue measure µ, whose
densities p and q exist, and the supremum is taken over all measurable subsets of ⌅. The mixing time
measures how fast a sequence of probability measures generated by a Markovian process converge to
its (unique) stationary distribution ⇧, whose density ⇡ is assumed to exist. Let Fk,t be the �-field
generated by the first t samples at round k, ⇠k,1, . . . , ⇠k,t, drawn from Pk,1, . . . , Pk,t, where Pk,t is
the probability measure of the Markovian process at time t and round k. Let P [s]

k,t be the distribution
of ⇠k,t conditioned on Fk,s (i.e., given samples up to time slot s: ⇠k,1, . . . , ⇠k,s) at round k, whose
density p[s]k,t also exists. The mixing time is defined for a Markovian process as follows.

Definition 3.1. [7] The total variation mixing time ⌧tv(P
[s]
k , ") of the Markovian process conditioned

on the �-field of the initial s samples Fk,s = �(⇠k,1, . . . , ⇠k,s) is the smallest t 2 N such that

dtv(P
[s]
k,s+t,⇧)  ", namely, ⌧tv(P

[s]
k , ") := inf{t� s : t 2 N,

R
⌅ |p[s]k,t(⇠)� ⇡(⇠)|dµ(⇠)  "}.

The mixing time ⌧tv(P
[s]
k , ") measures the number of additional steps required until the distribution

of ⇠k,t is within " neighborhood of the stationary distribution ⇧ given the initial s samples. For our
multi-agent MDP setting, since the underlying Markov chain is irreducible and aperiodic, there exists
� � 1 and ⇢ 2 (0, 1) such that E

h
dtv(P

[t]
k,t+⌧ ,⇧)

i
 �⇢⌧ for all ⌧ 2 N and all k [12]. Furthermore,

for any ✏ > 0, the mixing time property satisfies that

⌧tv(P
[s]
k , ") 

&
log �

"

|log ⇢|

'
+ 1, 8k, s 2 N. (10)
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3.3 Convergence result

In Theorem 3.1, we establish the convergence rate of Algorithm 1 for solving the stochastic saddle
point problem with the objective function given in (6); see supplementary material in Section 5 for
proof. The total number of iterations in Algorithm 1 is T :=

Pk
k=1 Tk = (2k � 1)T1.

Theorem 3.1. Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold. For any ⌘1 � 1/(4/⇢y + 2/⇢x), any T1

and k satisfying

T1 � ⌧ := 1 + log(�T )/| log ⇢|, (11)
the output x̂j,k of Algorithm 1 provides the solution to problem (4) with the convergence rate,

"̄k :=
1

N

NX

j=1

E["(x̂j,k)]  C1
G(RL+G) log2(

p
NT )

T (1� �2(W ))
+ C2

G(G+RL)(1 + T1)

T
, (12)

where the optimality gap "(x̂j,k) is defined in (7), C1, C2 are constants independent of T , �2(W ) is

the second largest eigenvalue of W , and N is the total number of agents.

We next briefly comment on the result established in Theorem 3.1. (1) The MSPBE minimization.
For  j(x, yj) given by (5), Assumptions 3.1-3.4 hold with ⇢x = 2� + �2

max(A)/�min(C), ⇢y =

�min(C), G �
p
(2�2

1 + �2
2 + 4�2)R2 + �2

0 , and L � max(
p
�2
1 + �2

2 ,
p
4�2 + �2

1) where con-
stants �0,�1 and �2 provide upper bounds to �0 � kR⇡

j (s)�(s)k, �1 � k�(s)(�(s) � ��(s0))k,
and �2 � k�(s)�(s)T k. (2) The optimal convergence rate. For T > ⌧ , one can always find T1

and k such that condition (11) holds. For instance, choosing T1 = ⌧ and k = log(1 + T/⌧) yields
the convergence rate O(log2(

p
NT )/T ), i.e., it achieves the optimal rate O(1/T ) for stochastic

optimization [1] up to a logarithmic factor. (3) The mixing time. The constant ⌧ is the upper
bound of mixing time for " = 1/T in (10). The bound in Theorem 3.1 is governed by how fast
the process P [s]

k reaches 1/T mixing. (4) Influence of the network size and topology. The factor
log2(

p
NT )/(1� �2(W )) quantifies the dependence on the network size N and the topology of W .

4 Computational experiments

We conduct a computational experiment on the example of Mountain Car Task in [24]. We generate
the dataset following the approach of [29], obtain a policy by running Sarsa with d = 300 features,
and sample the trajectories of states and actions according to the policy. We simulate the Erdős-Rényi
network with size N and connectivity 0.1. For every sample, each agent observes a local reward that
is a random fraction of the total reward.

We compare Algorithm 1 (i.e., DHPD) with stochastic primal-dual (SPD) algorithm under different
settings. For N = 1, SPD corresponds to GTD in [13, 30, 27], and for N > 1, SPD corresponds
to multi-agent GTD [11]. We show computational results in Figure 1 for � = 0 and ⌘1 = 0.1. We
see that our algorithm converges faster than SPD in all cases. For detailed setups and additional
computational results, see subsection 5.4 in the supplemental material.
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Figure 1: Experimental results. Left: N = 1. Middle: N = 10. Right: N = 100.
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